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Abstract

Lattice-Boltzmann method (LBM), a promising new particle-based simulation technique

for complex and multiscale fluid flows, has seen tremendous adoption in recent years in

computational fluid dynamics. Even with a state-of-the-art LBM solver such as Palabos,

a user still has to manually write his program using the library-supplied primitives. We

propose an automated code generator for a class of LBM computations with the objective

to achieve high performance on modern architectures.

Tiling is a very important loop transformation used to improve the performance of

stencil computations by exploiting locality and parallelism. In the first part of the work, we

explore diamond tiling, a new tiling technique to exploit the inherent ability of most stencils

to allow tile-wise concurrent start. This enables perfect load-balance during execution and

reduces the frequency of synchronization required.

Few studies have looked at time tiling for LBM codes. We exploit a key similarity be-

tween stencils and LBM to enable polyhedral optimizations and in turn time tiling for LBM.

Besides polyhedral transformations, we also describe a number of other complementary

transformations and post processing necessary to obtain good parallel and SIMD perfor-

mance on modern architectures. We also characterize the performance of LBM with the

Roofline performance model.

Experimental results for standard LBM simulations like Lid Driven Cavity, Flow Past

Cylinder, and Poiseuille Flow show that our scheme consistently outperforms Palabos – on

average by 3× while running on 16 cores of an Intel Xeon Sandybridge system. We also

obtain a very significant improvement of 2.47× over the native production compiler on the

SPEC LBM benchmark.
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Chapter 1

Introduction

Lattice-Boltzmann method (LBM) [6], a promising new particle-based simulation tech-

nique for complex and multiscale fluid flows, has seen tremendous adoption in recent years

in computational fluid dynamics. The simplicity of formulation and its versatility explain

the rapid expansion of the LB method to applications in complex and multiscale flows.

LBM can handle complex simulations like analyzing the behavior of different structures

of a Formula One race car (Fig. 1.1) on a track or something as simple as the flow past a

obstacle in a stream of water. Chopard et. al. used LB method to simulate the Rhone river

in Geneva and its water ways [7] in its entirety. In spite of the tremendous advances in the

application of this method, several fundamental opportunities for optimization exist. We

explore one such opportunity through our work.

There have been several manual efforts at optimizing LBM computations on multi-

/many-core processors. These works reveal the “Ninja gap” [8] in achieving the best

performance for LBM on modern processors. The large programmer effort involved in

developing optimized codes on modern multi-/many-core processors has spurred research

in domain-specific languages and compilers that can bridge this Ninja gap.

Domain Specific Languages (DSLs) expose high-level abstractions that encapsulate do-

main knowledge and are easy to use for the application developer. The underlying compi-

lation infrastructure deals with task of generating optimized code for the target machine.

1



2 1. Introduction

The objectives of high productivity, high performance, and portability are thus simultane-

ously achieved.

Figure 1.1: LBM simulation of a Formula One car using XFlow (Image courtesy: Next Limit

Technologies, XFlow Product Sheet [1])

Optimizing code generators that deliver good performance with little programmer input

are currently not available for LBM computations. Due to the large memory footprint

and low data reuse within a single time step of an LBM simulation, blocking or tiling

along the time dimension is a key optimization in achieving high compute efficiency on

current and future processors [5]. Scientists are typically interested in weak scaling for

LBM simulations, i.e., on a single node with shared memory, a data set of size comparable to

its total memory is used. Hence, the data set sizes well exceed the combined last level cache

capacities of all chips of an SMP system. In the absence of any automated machinery, the

programmer has to incur the burden of implementing and tuning time tiling optimization

in LBM on different platforms.

Although a large number of compiler optimization works, including those based on the

polyhedral framework, have studied optimizing stencil computations [9, 10, 11, 12, 13, 14,

15, 16, 17], all of these mainly used small representative stencil kernels to demonstrate

their utility. None of these transformations were reasoned on full-fledged applications like
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LBM. LBM computations exhibit near-neighbor interactions conceptually similar to those

representative stencils, and potentially very different arithmetic intensities and underlying

data structures. On the other hand, recent works that did study optimizing LBM have been

manual efforts [5, 18]. Library-based approaches and LBM solvers like Palabos [19] still

require users to manually write LBM simulations using library-supplied primitives. Though

this improves productivity, obtaining high performance is elusive as our evaluation later

demonstrates.

Through this work, we propose an optimizing code generator for a class of LBM com-

putations focusing on time tiling and polyhedral optimizations to enable time tiling in LBM

where the choice of data structure and compute intensity could potentially affect the ability

to optimize and the resulting gains. We employ diamond tiling [15], a new tiling technique

to exploit the inherent ability of most stencils to allow tile-wise concurrent start. This en-

ables perfect load-balance during execution and reduces the frequency of synchronizations

required in addition to the cache locality and parallelization benefits of tiling.

(a) Lid Driven Cavity (b) Flow Past Cylinder

Figure 1.2: Lid Driven Cavity & Flow Past Cylinder LBM simulations

Our optimization process exploits a key similarity between stencils and LBM to enable

polyhedral compiler optimizations and in turn time blocking for LBM. We demonstrate the

effectiveness of our approach on the SPEC LBM benchmark and LBM simulations like Lid

Driven Cavity [20] (Fig. 1.2a), Flow Past Cylinder [21] (Fig. 1.2b), Poiseuille Flow [22]

on an Intel Xeon SMP based on the Sandybridge microarchitecture. To the best of our
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knowledge, this is the first work that enables and integrates automatic polyhedral opti-

mizations for LBM computations. Besides polyhedral transformations, we also describe a

number of other complementary transformations and post processing necessary to obtain

good parallel and SIMD performance.

The class of LBM simulations that we handle are those that do not involve moving

obstacles or periodic data grids. Periodic data grids along with periodic boundary condi-

tions are used to model large (infinite) systems using a small portion. The domain wraps

around along the dimensions that are periodic and the points at both the boundaries be-

come neighbors resulting in cyclic dependences. The techniques and optimizations we

study are also conceptually applicable to other classes of LBM as well, but an additional

non-trivial amount of work is needed to handle those.

The roofline model [23] relates performance of kernels to the architecture’s character-

istics and can often provide insights into bottlenecks and tuning. In particular, one can

determine if an execution is memory bandwidth bound, computation bound, or neither.

We present the roofline analysis for a 2-d (mrt-d2q9) and a 3-d (ldc-d3q27) LBM kernel

and conclude that msLBM obtains further improvement over Palabos in both operational

intensity and peak achievable performance.

Experimental results for standard LBM simulations like Lid Driven Cavity, Flow Past

Cylinder, and Poiseuille Flow show that our scheme consistently outperforms Palabos – on

average by 3× while running on 16 cores of an Intel Xeon Sandybridge system. We also

obtain a very significant improvement of 2.47× over the native production compiler on the

SPEC LBM benchmark.

The rest of this thesis is organized as follows. Chapter 2 provides background on LBM.

Chapter 3 describes the polyhedral framework and our work on improving tiling techniques

for parallelism. Chapter 4 describes the optimization process integrated into our code

generator. Chapter 5 presents experimental results, Chapter 6 outlines the related work

and conclusions are presented in Chapter 7.



Chapter 2

Lattice-Boltzmann Method

In this chapter, we review the basics of the Lattice-Boltzmann method. The Lattice-Boltzmann

method has its origins in the Lattice Gas Automata (LGA) theory and is being increasingly

used for simulation of complex fluid flows [24] in computational fluid dynamics. For the

purposes of optimization, only the nature of dependences and computation need to be

understood by a reader.

Generally, simulations can be performed at multiple scales. On a macroscopic scale,

partial differential equations like the Navier-Stokes equation are used. Since it is very

difficult to solve them analytically, an iterative technique is used where the simulation is

carried out until satisfying results are obtained. The second approach is to simulate small

particles on a microscopic scale and then derive the macroscopic quantities of interest from

them. But there would be simply too much data to handle in order to simulate a problem

that is interesting on a macroscopic scale.

The Lattice-Boltzmann method closes the gap between macro-scale and micro-scale.

The crux of Lattice-Boltzmann method is the construction of simple kinetic models that

capture the essential physics of microscopic processes such that the averaged macroscopic

properties follow the corresponding laws at the macroscopic scale.

5



6 2. Lattice-Boltzmann Method

2.1 Lattice-Boltzmann Equation

The Lattice-Boltzmann equation is a discretized form of the Boltzmann equation with the

quantities time, space and momentum being discretized. In LBM, fluid flows are modeled

as hypothetical particles moving in a discretized lattice domain (space) with different lat-

tice velocities (discretized momentum) over different time steps (discretized time). Eq. 2.1

shows the discretized form of Lattice-Boltzmann equation, where fi is the particle distri-

bution function (PDF) along the i th direction, ∆t is the time increment, Ωi is the collision

operator and n is the number of PDFs based on the lattice used.

fi(x+ ci∆t, t +∆t) = fi(x, t) +Ωi( fi(x, t)), i = 0, . . . n. (2.1)

This equation is usually solved in two steps, the collision step (Eq. 2.2) and the advection

step (Eq. 2.3).

f ∗i (x, t +∆t) = fi(x, t) +Ωi( fi(x, t)) (2.2)

fi(x+ ci∆t, t +∆t) = f ∗i (x, t +∆t) (2.3)

The collision step models the interaction among the particles that arrive at a lattice node.

It is clear from Eqn. 2.2 that the collision step only involves quantities that are local to a

particular node. The advection step, captures the movement of particles to the neighboring

nodes of the lattice along the velocity directions dictated by the lattice arrangement used.

In short, Lattice-Boltzmann equation describes the evolution of a set of particles on a lattice

through collision and advection.

2.2 Lattice Arrangements

The set of allowed velocities in the Lattice-Boltzmann models is restricted by conservation

of mass and momentum, and by rotational symmetry.
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Different lattice arrangements can be utilized for LBM and are represented as DmQn,

where m is the space dimensionality of the lattice and n is the number of PDFs involved.

A simple D1Q3 lattice model can be thought of as a 1-d lattice with one zero velocity and

two oppositely directed velocities which move the fluid particle to the left and right neigh-

bor lattice sites. The particles are restricted in movement to one of these lattice velocity

directions. Typical examples are D2Q9, D3Q19 and D3Q27. Fig. 2.1 shows arrangement

of two of these.

Figure 2.1: D2Q9 (left) & D3Q19 (right) lattice arrangements

It is important to note that not all lattice arrangements can recover Navier-Stokes equa-

tion due to the lack of rotational symmetry (D2Q4 or D2Q5).

2.3 Collision Models

Several collision models have been proposed in the literature to model the collision of

the particles dictated by Eq. 2.1. The simplest formulation is the Bhatnagar-Gross-Krook

(BGK) [25] collision model also referred to as Single Relaxation Time (SRT) which utilizes

the same relaxation parameter, τ for all the PDFs. This is shown in Eq. 2.4.

Ωi = −
1
τ
( fi − f eq

i ). (2.4)
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Even though BGK collision model is the most popular choice because of its simplicity,

it suffers from instability issues for low viscosity fluids.

Multiple Relaxation Time (MRT) collision model given in Eq. 2.5, proposed by d’Humières [26],

uses a collision matrix to relax the PDFs towards their local equilibria. It doesn’t suffer from

the afore mentioned stability issues. Substituting S with 1
τI, where I is an identity matrix,

recovers the BGK model from MRT.

~Ω= −S( ~f − ~f eq) (2.5)

The choice of collision model affects the arithmetic intensity of the LBM kernel.

2.4 Boundary Conditions

Figure 2.2: Unknown PDFs on all 4 boundaries

Boundary Conditions (BC) are an integral part of any LBM simulation specification.

They are used to model solid boundaries, moving walls, flow interactions with obstacles

and no-slip conditions. They essentially specify a way to determine the unknown particle

distribution functions in the above listed situations. In Fig. 2.2, on the left boundary, f5,

f1, and f8 have to be read from the solid nodes. Since, no advection is performed from the

solid nodes, values of these unknown PDFs have to determined using the known values of
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the particular fluid node.

Mid-grid Bounce Back [6] and Zou-He [27] are the two commonly used boundary con-

ditions. Fig. 2.3 illustrates the Bounce Back scheme where particles that go out of the

domain bounce back to the node from which they were originally streamed. This ensures

that both mass and momentum are conserved at the boundaries.

Figure 2.3: Illustration of Bounce Back BC

One of the attractions of LBM over other simulation methods is that the use of Simple

Bounce Back boundary condition for complex obstacle scenarios still provides second order

accuracy for the results.

2.5 Implementation Strategies

Typically, an LBM implementation follows the algorithm shown in Fig. 2.4. The simulation

starts with an initial particle distribution. Based on that, an initial equilibrium distribution

is computed. The main simulation loop of the implementation then proceeds through the

collision, advection and boundary condition stages after which the macroscopic quantities

of interest are computed. This loop is continued until satisfying results are obtained.

A majority of the implementations directly translate the two stage nature of the LBM

formulation into code. This results in a collision phase and an advection phase for each time

step of the computation kernel. The collision phase computes new values for the particle

distribution functions (PDFs) and the advection phase propagates this information to the

neighboring nodes for use in the next time step.
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Initialize Collision

Advection

Boundary
Conditions

Macroscopic
Quantities Result

Figure 2.4: Typical LBM algorithm

Based on the interleaving of these two phases, LBM implementations can follow either

a push model or a pull model. In the push model (Fig. 2.5), the collision step happens first

followed by the advection step resulting in the post-collision values to be propagated to the

neighboring nodes.

(a) Pre-Collision (b) Post-Collision (c) Post-Propagation

Figure 2.5: LBM - Push model for D2Q9 lattice

In contrast, the pull model (Fig. 2.6) implements the advection step first to pull in the

post-collision values from the previous time step and then performs the collision on these

to produce the new PDFs.

Both the pull and push models can be implemented either using a single data grid with

extra storage or two data grids to store the PDFs. This choice is normally driven by two fac-

tors: the flexibility available for parallelization and the memory footprint. Single grid ap-

proaches like Compressed Grid by Pohl et al. [18] and Swap algorithm by Matilla et al. [28]



2.6. Data Layout 11

reduce the memory footprint of the program, but impose an order on the processing of the

nodes, thereby restricting the parallelism that can be exploited. A comparison of different

strategies is presented in Wittmann et al. [29]. They note that although advanced propaga-

tion strategies like A-A Pattern and Esoteric Twist provide significantly higher performance,

the programming effort required is also equally large.

(a) Initial State (b) Pre-Collision (c) Post-Collision

Figure 2.6: LBM - Pull model for D2Q9 lattice

2.6 Data Layout

Prior works have also explored the effect of different data layouts on performance. SoA

(structure of arrays) layout, where a particular PDF for all the nodes in the domain are

stored consecutively in an array and one such array for each of the PDFs is found to suit

the advection phase. AoS (array of structures) layout, where all the PDFs of a node are

stored together in memory and an array of such structures holds the information for the

whole domain, is a collision optimized layout. Hybrid layouts (SoAoS [30]) have also been

looked at in the past to combine the benefits of the two.





Chapter 3

Tiling Stencil Computations

In this chapter, we explain the concepts of the polyhedral model and loop tiling as a poly-

hedral transformation. We also also expand on the need for diamond tiling, its benefits

and the necessary and sufficient conditions for performing diamond tiling.

3.1 Polyhedral Model

The Polyhedral Model [31] is a mathematical framework for compiler optimization based

on parametric integer linear programming and linear algebra. It provides a high-level

representation for loop nests and the associated dependences in a program using integer

points in a polyhedra. The dynamic instances of the statements in the program that are

surrounded by loop nests become the integer points inside the polyhedra.

The polyhedral model is applicable to loop nests in which the data access functions and

loop bounds are affine combinations (linear combination with a constant) of the enclosing

loop variables and parameters. Affine transformations can then be used to reason about

complex execution reorderings that can improve locality and parallelism. With several re-

cent advances, the polyhedral model has reached a level of maturity in various aspects - in

particular as a powerful intermediate representation for performing powerful transforma-

tions, and code generation after transformations.

13
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for(t=1; t<T; t++)

for(i=1; i<N-1; i++)

S(t,i)

(a) A 2-d nested loop (b) Iteration space for a 2-d nested loop

Figure 3.1: Representation in the polyhedral model

3.1.1 Iteration Spaces

Each dynamic instance S(~i) of a statement S with n enclosing loops, is explicitly represented

in the polyhedral model as an integer point in an n-dimensional Z-polytope. This forms

the iteration domain D of the statement S. The iteration domain can be mathematically

represented as a polytope defined by a set of equalities and inequalities in terms of the

loop iterators and program parameters. Program parameters are symbols that do not vary

in the portion of the code we are representing; they are typically the problem sizes. In our

example, N and T are program parameters.

The two dimensional loop nest in Fig. 3.1a would result in a rectangular iteration do-

main as shown in Fig. 3.1b. The x-axis represents the space dimension and y-axis repre-

sents the time dimension. The statement inside the loop nest is characterized as S(t, i).

3.1.2 Dependences

Two iterations are said to be dependent if they access the same memory location and one

of them is a write. A true dependence exists if the source iteration’s access is a write and

the target’s is a read. Based on their interleaving, dependences can be Read-after-Write

(RAW), Write-after-Read (WAR), Write-after-Write (WAW) or Read-after-Read (RAR).
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Dependences are an important concept while studying execution reordering since a

reordering will only be legal if does not violate the dependences, i.e., one is allowed to

change the order in which operations are performed as long as the transformed program

has the same execution order with respect to the dependent iterations. For the iteration

domain shown in Fig. 3.1b, the blue arrows show dependences. Each dynamic instance of

the statement S depends on three values from the previous time iteration.

3.1.3 Hyperplanes

A hyperplane is an n − 1 dimensional affine subspace of an n dimensional space. For

example, any line is a hyperplane in a 2-d space, and any 2-d plane is a hyperplane in 3-d

space.

A hyperplane for a statement Si is of the form:

φSi
(~x) = h· ~x + h0 (3.1)

where h0 is the translation or the constant shift component, and ~x is an iteration of Si.

h itself can be viewed as a vector oriented in a direction normal to the hyperplane.

Hyperplanes can be interpreted as schedules, allocations, or partitions based on the

properties they satisfy. Saying that a hyperplane is one of them implies a particular prop-

erty that the new loop will satisfy in the transformed space. Based on the properties the

hyperplanes will satisfy at various levels, certain further transformations like tiling, unroll-

jamming, or marking it parallel, can be performed.

3.2 Tiling

Loop tiling is a key optimization often used to exploit cache locality and extract coarse-

grained parallelism. Tiling for locality requires grouping points in an iteration space into

smaller blocks (tiles) allowing reuse in multiple directions when the block fits in a faster

memory like registers or multiple levels of processor cache. Then execution proceeds tile
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by tile, with each tile being executed atomically. Reuse distances are no longer a function

of the problem size, but a function of the tile size.

Tiling can be performed multiple times, once for each level of the memory hierarchy.

Tiling for coarse-grained parallelism involves partitioning the iteration space into tiles that

may be concurrently executed on different processors/cores with a reduced frequency and

volume of inter-processor communication: a tile is atomically executed on a processor with

communication required only before and after execution.

(a) Invalid tiling (b) Valid tiling

Figure 3.2: Tiling an iteration space

Loop tiling is often characterized by tile shape and tile size. Tile shape is obtained

from the directions chosen to slice iteration spaces of statements - these directions are

represented by tiling hyperplanes.

3.2.1 Validity of Tiling

Prior research [32, 33] provides conditions for a hyperplane to be a valid tiling hyper-

plane. For φs1
,φs2

, . . . ,φsk
to be valid statement-wise tiling hyperplanes for S1, S2,, . . . , Sk

respectively, the following should hold for each edge e from Si to S j:

φs j
(~t)−φsi

(~s)≥ 0, 〈~s,~t〉 ∈ Pe,∀e ∈ E (3.2)
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The above constraint implies that all dependences have non-negative components along

each of the hyperplanes, i.e., their projections on these hyperplane normals are never in a

direction opposite to that of the hyperplane normals.

In addition, the tiling hyperplanes should be linearly independent of each other. Each

statement has as many linearly independent tiling hyperplanes as its loop nest dimen-

sionality. Among the many possible hyperplanes, the optimal solution according to a cost

function is chosen. A cost function that has worked in the past is based on minimizing

dependence distances lexicographically with hyperplanes being found from outermost to

innermost [33].

Fig. 3.2a shows the points in an iteration space being grouped into square blocks to

form tiles. The tiling hyperplanes in this case would be (1,0) that cuts the iteration space

in the vertical direction and (0,1) that cuts in the horizontal direction. This tiling is invalid

because the resulting tiles have cyclic dependences. The bottom first and second tiles

require data from each other which prevents either of them being started first without

violating any dependences.

Fig. 3.2b presents a way in which the same iteration space can be grouped differently

to form parallelogram shaped tiles. The tiling hyperplanes in this case would be (1,0) and

(1, 1). There is an ordering possible among the subsequently generated tiles that do not

violate any dependences.

In some cases, enabling transformations like skewing might be required before the

iteration space can be tiled.

3.2.2 Time Tiling

Blocking along the time dimension leads to extraction of temporal reuse along time loop,

i.e., it increases the number of operations that can be performed for the same amount

of data that is brought on to the chip. Since the number of operations per byte of data

moved in is increased, a higher compute rate can be sustained for the same amount of

memory bandwidth utilized. This is even more useful when simultaneously running on

multiple cores of a single or multiple chips. Moreover, the benefits of the compute power
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of a single chip via SIMDization are also seen when the data comes from the cache. A

simple calculation shows that the amount of bandwidth needed to keep the SIMD units is

prohibitively high when there is no cache reuse. The space loops of LBM, i.e., loops that

iterate over the data grid have limited (a constant factor) reuse. In particular, consider

d2q9, where there may be about 70-80 operations performed for every nine elements of

the grid. This ratio of operations to off-chip load/stores for the straightforward original

execution order is not sufficient to keep all compute units busy. This will also be supported

by experimental results presented later.

There are several time tiling techniques for stencils in the literature. It is well known

that straightforward rectangular tiling of stencils is not valid [34, 35]. One needs to skew

the space loops typically by a factor of one with respect to the time loop. Hence, the

most natural tiling technique has been to use (hyper-)parallelograms [34, 35, 9, 10]. This

is equivalent to skewing the space loops with respect to the time loop and performing

rectangular tiling. Parallelogram tiling suffers from pipelined startup and drain besides

limiting the amount of parallelism on the wavefront depending on the number of time steps

and time tile size. Another approach is to use overlapping trapezoids [11]. Such an overlap

not only leads to redundant computation, but more importantly makes code generation

very hard to automate – this is no automatic generator for it yet. Yet another approach is

to use a combination of trapezoids and inverted trapezoids as is done by Pochoir [36]with a

recursive cache oblivious technique. Eventhough, manual tiling of the iteration space using

diamond shaped tiles had been tried before by Orozco et al. [37] and Strzodka et al. [38],

the recently proposed automated diamond tiling technique [15] allowed concurrent start

in the tile space while not adding any additional complexity to code generation or any

redundant computation. We describe this in a little more detail in the next section. In depth

explanation of the theoretical formulation for diamond tiling can be found in Bandishti

et al. [15]. With diamond tiling having already been demonstrated as the simpler and

better performing one on modern multicores [15], we choose diamond tiling as the time

tiling scheme for LBM. Hexagonal tiling and hybrid tile shapes [39, 17] have recently been

proposed but their benefits for general purpose multicores are yet to be evaluated.
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3.3 Pipelined Vs Concurrent Start

Performing parallelization and locality optimization together on stencils can often lead to

pipelined start-up, i.e., not all processors are busy during parallelized execution. This is

the case with a number of general compiler techniques from the literature [40, 41, 33].

Fig. 3.3 shows the inter-tile dependences for the parallelogram tiling described in Fig. 3.2b.

Hence if we start the execution of tiles along a 45◦ plane (scheduling hyperplane (1,1)),

then all the tiles that fall in the same plane can be started concurrently since they don’t’

have any dependences among them.

In pipelined start-up, in the beginning, threads wait in a queue for iterations to be

ready to be executed (pipeline fill-up) and towards the end, threads sit idle because there

is no enough work to keep all the threads busy (pipeline drain). Unlike this, in case of

concurrent start-up, all the threads are busy from the start till end.

Figure 3.3: Pipelined start

With increasing number of cores per chip, it is very beneficial to maintain load balance

by concurrently starting the execution of tiles along an iteration space boundary whenever

possible. Concurrent start-up for stencil computations not only eliminates pipeline fill-up

and drain delay, but also ensures perfect load balance. Processors end up executing the

same maximal amount of work in parallel between two synchronization points.

For the iteration space in Fig. 3.1b, the points can also be grouped as diamonds as shown
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in Fig. 3.4a. This results in the inter-tile dependences shown in Fig. 3.4b. Hence, all the tiles

in each horizontal row of tiles can be started concurrently to keep all the processors/cores

busy throughout the execution phase. The dimension (horizontal dimension in this case)

that allows tiles to be started concurrently is designated as the face that allows concurrent

start.

(a) Group points as diamonds (b) Concurrent start

Figure 3.4: Concurrent start

3.4 Diamond Tiling

We formalize the technique for enabling concurrent start described in the previous section

through diamond tiling. Diamond tiling is a time tiling technique for stencils that allows

concurrent start of tiles along one or more iteration space boundaries. It does not have a

pipelined start and drain phase, and thus provides asymptotically more parallelism than

parallelogram tiling [42]. The number of tiles on the wavefront are limited only by data

grid extents and not by the number of time iterations.

The diamond tiling scheme uses hyperplanes that allow concurrent start of tiles along

all data dimensions. Figure 3.5 shows a 3-d tile (for a 2-d data grid) that would allow full

concurrent start along the 2-d plane comprising the i and j dimensions. A hyperplane is

represented by a vector normal to it. Three linearly independent hyperplanes in this case
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Figure 3.5: Tile shape for a 2-d LBM (d2q9 for example); arrows represent hyperplanes.

define a tile shape which is a hyper parallelepiped. The entire iteration space is uniformly

sliced into such hyper-parallelepipeds. The diamond tiling hyperplanes have the property

that the sum of the hyperplanes is a vector in the same direction as the time dimension –

this is also a direction along which there exists point-wise concurrent start in the iteration

space. In Figure 3.5, concurrent start is possible along both the space dimensions. This is

beneficial in cases where there are a large number of cores and they have to be efficiently

utilized. In particular, the i j plane in Figure 3.5 for example, allows point-wise concurrent

start. In practice, concurrent start along only a subset of space dimensions is sufficient to

keep all cores busy – we call this partial concurrent start. It results in simpler code while

providing the desired benefits.

This was a joint work with Vinayaka Bandishti [15, 43] and forms the basis for the

polyhedral optimizations for our LBM optimization framework.





Chapter 4

Our LBM Optimization Framework

In this section, we present msLBM, a system to automatically generate LBM implementa-

tions for shared-memory architectures in a turn-key manner.

LBM
Specification

(JSON)

Initial Code
Generation

Polyhedral
Optimizations

Complementary
Optimizations

Final Optimized
LBM Code

Figure 4.1: msLBM overview

4.1 System Overview

As illustrated in Fig 4.1, msLBM starts with a specification of the target LBM simulation in

the form of a JSON [44] configuration file. A serial code for the LBM implementation is

composed from the JSON specification. We utilize the publicly available polyhedral source

23
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to source optimizer, Pluto [45] for performing locality optimizations on the serial code.

Further complementary optimizations are implemented in Python with the generated serial

code as the input. The post-processed code is further tuned taking into consideration the

target architecture. The JSON notation provides an intuitive and compact way of capturing

the LBM simulation parameters. Parsing the configuration also becomes simpler.

4.2 Design Decisions

Unlike general implementations which employ two passes over the data grid per time step,

once for performing collision and a second time for advection, we chose to work with a

fused version of the LBM kernel. The data required for the collision at a domain node is

retrieved on demand from its neighbors and new PDFs at the current node are calculated

and updated. This results in better cache utilization and necessitates only a single pass

over the grid. Since we no longer have an explicit advection phase, a collision optimized

AoS data layout can be used.

Time tiling: Since the entire data grid has to be accessed once per time step, the band-

width requirement of LBM kernels is very high and they tend to be bottlenecked by the total

memory bandwidth available in the system. This situation worsens with the use of higher

order lattices (D3Q19, D3Q27, etc.). Time tiling is thus a very important optimization as

it improves temporal reuse and prevents computation from becoming memory bandwidth

bound by blocking along the time dimension.

LBM scheme: Although using a single grid to store data for the nodes in the domain

reduces the memory footprint of the implementation, it severely restricts time tiling as it

induces memory-based dependences. Fig. 4.2 illustrates this with a simple 1-d LBM case.

The collision phase for node k in time step t reads the required PDFs from the neighbors

in time step t − 1, computes new PDFs and updates the values in-place. Processing the

next node, k+ 1, for time step t, requires a value of node k from time step t − 1, and this

would be overwritten before its last use. Techniques like Compressed Grid work around this
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Figure 4.2: Illustrative 1-d LBM with single grid

problem by specifying an order and direction for the processing and updates. However, this

creates complications when dealing with advanced boundary conditions [46] and hinders

further optimizations.

Our framework therefore adopts a two-grid, fused, pull scheme with an AoS data layout

for the LBM implementations.

Enabling polyhedral transformations: With this configuration of LBM kernels, it is easy

to notice the similarity to normal stencils as illustrated in Fig. 4.4. The only difference is

that stencils store a single value at each node in the domain whereas LBM stores multiple

PDFs at each node depending on the lattice used. Notice that if all three points in the

rectangular box in Fig. 4.2 were collapsed to one point, the dependence structure becomes

identical to a 1-d stencil shown in Fig. 4.3. We exploit this inference to enable polyhedral

time tiling and subsequent optimizations on LBM implementations generated. By employ-

ing two grids, both the push and pull schemes become amenable to time tiling.

Per tile storage buffers could be used to perform storage compaction and reduce the
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Figure 4.3: 1-d stencil

memory footprint of the LBM implementation. This is described further in Sec. 4.4.7 later.

4.3 Polyhedral Representation for LBM in a DSL

The polyhedral model for compiler optimization [47] is well-suited to model transforma-

tions for sequences of loop nests with regular access patterns. Stencils computations often

fall into this class. It is often very difficult or infeasible to develop code for stencils that

is tiled in a way that is optimized for both locality and parallelism – especially on 2-d

or 3-d data grids. The polyhedral model provides a linear algebraic view of the iteration

space, dependences, and transformations. Code generation is again automatic relying on

machinery primarily from linear algebra and integer linear programming.

The polyhedral framework normally requires computation to have regular (affine) data

accesses and affine loop bounds, i.e., the access functions, loop bounds, and any condition-

als need to be affine functions of outer loop variables and program parameters (typically

problem sizes). However, in the context of our DSL code generation and optimization sys-

tem, we need not care about many of these restrictions — the dependence structure is

already well-understood and the entire loop body in its atomicity, irrespective of whether

it has affine accesses or accesses that appear irregular at compile time, can be treated as
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Figure 4.4: Illustrative example - Pull scheme on a 1-d LBM

a single monolithic polyhedral statement. Its execution domain or index set is obtained

from the loops surrounding it. Each loop is abstracted as a dimension in the polyhedron

representing the index set and each integer point in the index set represents an execution

instance of the loop body (in its entirety).

4.4 Complementary Optimizations

Here we describe each of the optimizations utilized in the msLBM framework to refine

the code and extract maximum performance from the target architecture. The set of opti-

mizations applied by the framework depends on the nature of the LBM simulation being

processed and the target architecture.
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4.4.1 Simplification of the LBM Kernel

We use SymPy [48], a Python library for symbolic mathematics to simplify the LBM kernel.

SymPy enables us to do common sub-expression elimination (CSE) across multiple state-

ments, thereby reducing the number of floating point operations (FP-ops) required for the

LBM kernel. In some cases, we observed that the compiler might not be able to achieve

this even with a relaxed floating point model.

4.4.2 Eliminating Modulos from the Inner Kernel

Each of the two storage grids are to be chosen as targets for write operations alternately

while moving along the time dimension. This results in modulo (%) operations on the array

index corresponding to the time dimension. This in turn severely affects performance of

the diamond-tiled LBM kernel and cannot be eliminated altogether. To reduce the effect of

modulo operations, we hoist out this check to the outermost possible loop and then version

the loop body based on its output (result of the (var % 2) computation). Fig 4.5 illustrates

this with a simple 1-d kernel.

4.4.3 Boundary Tile Separation

LBM requires preferential treatment for the boundary nodes of the domain. This results in

either IF conditions inside the computation kernel to identify and handle boundary nodes

separately or different versions of the LBM kernel for the boundary nodes and in-domain

nodes. Such checks can result in overheads for the processing of the in-domain nodes and

hence degrade performance. We identify and separate out boundary and inner tiles in the

diamond tiled code so that a clean and uniform LBM kernel is available for processing the

inner tiles. This is done in a way similar to existing work on full and partial tile separation

from tiled iteration spaces [49].
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for (t = 0; t < nT; t++) {

for (x = 1; x < nX; x++)

A[(t+1)%2][x] =

(1/3)*(A[t%2][x-1] + A[t%2][x]

+ A[t%2][x+1]);

}

(a) Loop nest with modulo

for (t = 0; t < nT; t++) {

if(t % 2 == 0) {

for (x = 1; x < nX; x++)

A[1][x] =

(1/3)*(A[0][x-1] + A[0][x] +

A[0][x+1]);

} else {

for (x = 1; x < nX; x++)

A[0][x] =

(1/3)*(A[1][x-1] + A[1][x] +

A[1][x+1]);

}

}

(b) Loop nest with modulo hoisted

Figure 4.5: Modulo hoisting example

4.4.4 Data Alignment

Storage allocated, either statically as global/local variables or dynamically can be aligned

to specific byte boundaries. Loads/stores on aligned data is more efficient than unaligned

ones. Data alignment also has an impact on the amenability of the code to be vectorized

efficiently. In the absence of aligned data, gather/scatter operations have to be generated

to bring in data. We use the compiler directive __attribute__((aligned(X))) for static al-

locations and the allocator, _mm_aligned(...), for dynamic allocations to align data. Data

movement is optimal when the starting address of the data is aligned on a 32-byte bound-

ary on Intel Sandybridge.
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4.4.5 Inlining & Unrolling

For most part of the transformations, we treat the LBM kernel as a black box. But this

might prohibit the compiler from performing certain optimizations. Inlining the LBM ker-

nel eliminates overheads associated with function invocations. Unrolling by a suitable

factor provides the compiler opportunities to efficiently schedule instructions to achieve a

high sustained compute performance. Combined with boundary tile separation, the LBM

kernel for the inner tiles can be both inlined and unrolled. We rely on the native compiler’s

(icc) automatic vectorization to perform the rest.

4.4.6 Predicated SIMDization

for(..;..;..)

if(v5<v6)

v1 += v3;

}

(a) Loop nest with an IF conditional

for(..;..;..)

vcmppi_lt k7 , v5, v6

vaddpi v1{k7}, v1, v3

}

(b) Predicated SIMD code for loop body

Figure 4.6: Predicated SIMD example

In the presence of obstacles in the domain, which can be represented either using a

flag for each node or an analytic expression that is evaluated at each node, vectorizing the

code becomes difficult. Predicated SIMD instructions, which allow per lane conditional

flow, can help vectorize such cases. A simple example is shown in Fig 4.6. We structure

our code in a way that makes it easy for the compiler to generate predicated SIMD code.

4.4.7 Memory Optimization

Recall that we chose to use a two grid model since the resulting data dependences allowed

application of time tiling transformations. Domain scientists are often interested in weak
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scaling for LBM. Using a two-grid approach thus allows them to only run half the data set

they could have, given an upper limit on the available main memory. It is however possible

to reduce the memory footprint of the two grid optimized code post-transformation to the

single grid one on a per tile basis, i.e., for sequential execution of a single tile on a core.

This is achieved with a modulo mapping which emulates a rotating buffer. Consider a 1-d

LBM with N data points in all with time loop t and space loop i – this would consume

2 ∗ N lattice elements of storage with two grids and N with a single grid. If a grid or a

portion of the grid (a tile) is executed sequentially, note that the write at location (t, i)

can reuse the location of iteration (t − 1, i − 1) since the last read for data generated at

(t − 1, i − 1) has already happened at (t, i). Hence, only a rotating buffer of size N + 1

lattice elements is needed as opposed to 2 ∗N . Analogously, for 2-d LBMs, the storage can

be reduced from 2∗N 2 elements to N 2+N +1 elements, and for a 3-d stencil, from 2∗N 3

elements to N 3 + N 2 + N + 1. Hence, using a two grid approach and then reducing the

storage requirement is a cleaner way for automatic optimization purposes. Techniques for

analyzing and achieving such mappings exist [50, 51, 52].

4.4.8 Tile Sizes

Although the determination of the right tile sizes, both for locality and parallelism, is critical

for single thread performance and scaling, this is a straightforward problem in a domain-

specific context where the computation and the transformation on it is known and com-

pletely understood. Due to lack of space, we do not discuss this issue further or present a

model for selection of tile sizes.





Chapter 5

Experimental Evaluation

In this chapter, we evaluate our code generator by presenting results on a range of LBM

simulations and benchmarks.

5.1 Experimental Setup

We empirically evaluate performance on an Intel Xeon based on the Sandybridge microar-

chitecture. Its architectural details are presented in Table 5.1. The machine is a dual-socket

system with each socket seating a Xeon E5 2680 processor with a total of 64 GB of non-

ECC RAM. Code generated by our framework is labeled Our (mslbm). mslbm-no-vec is

code we generate but without the post processing transformations that we perform to en-

able vectorization. The difference between the two thus captures the efficiency and benefit

of vectorization. The Intel Sandybridge includes the 256-bit Advanced Vector Extensions

(AVX). All computations used herein employ double-precision floating point arithmetic.

5.2 Benchmarks

For evaluation purposes, we choose a set of benchmarks that represents a wide diversity of

LBM computations in terms of dimensionality, arithmetic to memory operation ratios, par-

ticipating neighbors, and boundary conditions. Each of the benchmarks used is described

33
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Intel Xeon E5-2680

Clock 2.7 GHz

Cores / socket 8

Total cores 16

L1 cache / core 32 KB

L2 cache / core 512 KB

L3 cache / socket 20 MB

Peak GFLOPs 172.8

Compiler Intel C compiler (icc) 14.0.1

Compiler flags -O3 -xHost -ipo -fno-alias -fno-fnalias

-restrict -fp-model precise -fast-transcendentals

Linux kernel 3.8.0-38 (64-bit)

Table 5.1: Architecture details

briefly below.

5.2.1 Lid Driven Cavity

Lid Driven Cavity (LDC) is a very common test problem among LBM simulations and is

used to estimate the accuracy and efficiency of LBM implementation techniques. Flow in

a cavity filled with an incompressible fluid is driven by a moving wall at the top as shown

in Fig. 5.1. A simple LBGK collision operator is used here. We consider both 2-d and 3-

d versions of LDC and for multiple lattice types. The flows are considered at Reynold’s

number 100. This results in three cases labeled as ldc-d2q9, ldc-d3q19 and ldc-d3q27.

5.2.2 SPEC LBM

The LBM benchmark, 470.lbm from the SPEC CPU2006 benchmark suite can simulate ei-

ther lid driven cavity or flow through a porous medium. The SPEC suite uses only the LDC

case in its benchmarking process. 470.lbm simulates LDC for a three-dimensional cavity
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Benchmark Grid size Time steps

ldc-d2q9 1024× 1024 50000

ldc-d3q19 200× 200× 200 1000

ldc-d3q27 200× 200× 200 1000

fpc-d2q9 1024× 256 40000

poiseuille 1024× 256 40000

mrt-d2q9 1024× 1024 20000

spec-lbm 100× 100× 130 3000

Table 5.2: Problem sizes used for the benchmarks

using a D3Q19 lattice, but with a ellipsoid obstacle inside the cavity. The obstacle is spec-

ified using an ASCII obstacle file with a ′·′ representing a point in the domain and a ′#′

denoting an obstacle point. This is one way of specifying obstacles. The other way is have

an analytical equation describing the obstacle. We stick to the same configuration used by

SPEC here. This is referred to in our results as spec-lbm.

5.2.3 Poiseuille Flow

Poiseuille flow simulates the flow of an incompressible fluid between two straight, parallel

plates. Our benchmark simulates the 2-d case. Zou–He [22] pressure boundary conditions

are used to drive the flow. The general setting for this is shown in Fig. 5.2

5.2.4 Flow Past Cylinder

2-d simulation of a circular cylindrical obstacle in an incompressible viscous channel flow,

labeled as fpc-d2q9 in our experiments, is used to study the vortex structures generated

and their interaction in the direction of the flow. A D2Q9 lattice is used to store the PDFs.
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Figure 5.1: Setting for a 2-d LDC simulation

5.2.5 MRT – GLBM

As explained in Section 2, the LBGK model is a simple collision model that uses a single

relaxation parameter to reach the local equilibrium. The MRT Lattice-Boltzmann method,

also known as the Generalized Lattice–Boltzmann method, utilizes a relaxation matrix for

the quantities involved. This results in a significantly large number of FP–ops for the LBM

kernel in case of MRT. We use MRT LBM to model the 2-d LDC simulation and evaluate

how efficiently msLBM handles the increased compute density of the LBM kernel.

5.3 Performance Metrics

LBM implementations are generally memory bandwidth-bound rather than being limited

by the available compute resources [53] due to the complexity of the data structures used

and the irregularity of memory access patterns. In addition, the compute parts involve

a large number of operations that could benefit from sub-expression reuse and related

optimizations. This makes it hard to use the number of floating point operations per second

(FLOPS) as a yardstick of performance as it is often not indicative of the true performance
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Figure 5.2: 2-d Poiseuille flow setting

and bottlenecks. The measure often used in the literature for LBM implementations is Mega

Lattice Site Updates per Second (MLUPS) and is calculated using Eq. 5.1.

M LU PS =
Nx × Ny × Nz × Nts

106 × T
(5.1)

where Nx , Ny and Nz are the domain sizes in the x , y and z dimensions, Nts is the

number of time steps used, and T is the total time taken for the simulation. In case of 2-d

simulations, Nz is not included in the above equation.

5.4 Performance Modeling with Roofline Model

The roofline model [23] relates performance of kernels to the architecture’s characteristics

and can often provide insights into bottlenecks and tuning. Figure 5.3 presents the roofline

plot for a 2-d (mrt-d2q9) and a 3-d (ldc-d3q27) LBM kernel. In particular, one can de-

termine if an execution is memory bandwidth bound, computation bound, or neither. The

goal of time tiling is to increase the number of operations performed for every byte of data

brought into a faster level of memory. It would thus move a point in the plot to the right, but

this in turn would allow a better utilization of the functional units on the CPU and a higher

GFlops/s. Hence, we move both to the right and upwards. Note that all points except those

marked as ‘seq’ and ‘(8 core)’ correspond to parallel execution on all 16 cores. Hence, irre-

spective of an increase in Flops/byte, an execution will be memory bandwidth bound for
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a sufficiently large number of cores. For mrt-d2q9, Palabos provides performance close to

the ceiling possible for an operational intensity of 1.0. Our framework improves the op-

erational intensity of the kernel to 2.26 flops/byte and is able to obtain performance very

close to the maximum possible for that particular operational intensity. With ldc-d3q27,

Palabos improves the operational intensity, but msLBM obtains further improvement over

that in both operational intensity and peak achievable performance.

5.5 Performance Analysis

Fig. 5.4 presents results for all benchmarks reporting MLUPS on the y-axis. We observe

that msLBM provides significantly better single thread performance due to better locality

optimization and allows good or better scaling than Palabos. For spec-lbm, poiseuille,

fpc-d2q9 (Fig. 5.4e, 5.4f, 5.4g), we were unable to find a way to express them with Palabos

– hence no results with Palabos are presented in those cases.

As is evident from the graphs, the results we see for icc-auto-par on multiple cores

is just its sequential performance. We observed that icc was unable to parallelize the core

loop nest due to conservatively assumed dependences likely arising from imprecise alias in-

formation. We thus manually parallelized the code in a straightforward way using OpenMP

and this is reported in the graphs as (icc-omp-par). The outermost space loop was marked

parallel. The lower single thread performance for icc-omp-par and poorer scaling con-

firms earlier remarks that the original execution order was memory bandwidth-bound. The

difference between mslbm-no-vec and mslbm quantifies the improvement achieved with

vectorization. We consistently observe a lower vectorization efficiency for the 3-d cases

that in the 2-d ones. Note that the trip counts for the loops in the 3-d case are significantly

lower leading to a larger fraction of partial tiles. Improving vectorization efficiency for the

3-d cases is one of the subjects of our future work.

In most cases, we observe ideal or close to ideal scaling with mslbm. The spec-lbm

data grid as mentioned earlier involves an obstacle which is of size comparable to the data

grid itself. Our code generator currently only supports extraction of a single degree of
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Figure 5.4: Performance on Intel Xeon (Sandybridge)
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parallelism, and as a result we run out of useful work here. This is purely a limitation of

the current state of implementation and the scaling is expected to be better when multiple

degrees of parallelism are extracted in such cases. The anomalies in performance and

scaling for msLBM in some cases, when close to the maximum number of cores, is due to: (1)

the number of tiles not being perfectly divisible by the number of cores, and (2) difficulty

in reproducing performance for the maximum number of cores due to interference from

certain internal OS kernel processes.
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Figure 5.5: Comparison of MEUPS across benchmarks for mslbm

Figure 5.5 shows the performance of mslbm generated code for different benchmarks in

a single graph in a way that allows comparison of the performance achieved with different

models. Using MLUPS for the comparison of different LBM implementations having distinct

lattice arrangements is not considered fair. To this end, Million Elementary Updates Per
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Second (MEUPS), as proposed in [30], is obtained by multiplying the MLUPS value with

n−1, where n is the number of PDFs present in the lattice used. The y-axis in MEUPS thus

makes the comparison meaningful across different configurations.

In case of LDC benchmarks, the accuracy of the solution was verified by comparing the

center-line velocities to the results reported by Ghia et al. [54]. For Poiseuille flows, since

the analytical solution is available, we verified the parabolic velocity profile of our steady

state flow.

We also comment on how our code performs when compared with the results obtained

by Nguyen et al. [5] with the 3.5d tiling and other optimizations they had performed by

hand. Their implementation is not publicly available for a direct comparison, and the

performance reported therein was in MLUPS for SPEC LBM on a 4-core Nehalem core i7

machine running at 3.2 GHz. Since it would not be meaningful or fair to compare perfor-

mance on our Intel Sandybridge against an older microarchitecture, we executed our code

on 4 cores of a 2.6 GHz Westmere Xeon processor that shares the same microarchitecture as

theirs – we obtained a performance of 40 MLUPS. Normalizing the 80 MLUPS performance

of [5] to 2.6 GHz yields 67.5 MLUPS. We have thus achieved 60% of the performance of

a heavily hand-tuned code. We believe that the gap is primarily due to the efficiency of

vectorization and SPEC LBM is particularly a challenging case.

In summary, msLBM achieves a mean (geometric) speedup of 3× over Palabos, and a

mean (geometric) speedup of 2.6× over a native production compiler (icc-omp-par) while

running on 16 cores. In addition, we obtain a speedup of 2.47× over the native production

on SPEC LBM. Our primary objectives have been to improve over the state-of-the-art with

respect to performance while improving programmer productivity, and to present LBM

as a class to demonstrate domain-specific compilation and optimization. A more detailed

modeling of the compute peak and the memory bandwidth peak is out of this work’s scope.

An analysis of how far we are away from the absolute peak and how much of that gap could

be bridged is left for future work. We plan to employ a model such as the roofline model

to study this aspect.
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Related Work

Quite a lot of work has gone into optimizing stencil computations. They can be broadly

divided into two – compiler optimizations [55, 56, 57, 12] and domain specific optimization

techniques [58, 59, 60, 61, 62, 63, 64, 36]. LLVM Polly [65], R-Stream [66], and IBM

XL [67] are some of the production compilers that include polyhedral framework based

stencil optimization techniques. Among the domain specific works, Pochoir [36] stands out.

Being able to infer more information about the domain, it is able to provide much higher

performance when compared to the general transformation frameworks in the production

compilers.

Pochoir [36] is a highly tuned stencil specific compiler and runtime system for multi-

cores. It provides a C++ template library using which a programmer can describe a speci-

fication of a stencil in terms of dimensions, width of the stencil, its shape etc.. Pochoir uses

a cache-oblivious tiling mechanism and a work stealing scheduler to provide load balanced

execution. We outperform Pochoir with the diamond tiling scheme by as much as 2× in

some cases. Strzodka et al. [61] present a technique, cache accurate time skewing (CATS),

for tiling stencils. They claim that tiling in only some dimensions is more beneficial than

tiling all the available dimensions in 3-d cases. The same result is achieved though our

lower dimensional concurrent start technique. Henretty et al. [13] present a data layout

transformation technique to improve vectorization. Since the performance of aligned and

43
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unaligned loads on modern architectures is comparable, we did not explore layout trans-

formations for vectorization, but instead relied on Intel compiler’s auto-vectorization after

automatic application of enabling transformations within a tile. This was enough to extract

good SIMD performance from these codes. Krishnamoorthy et al. [57] addressed concur-

rent start when tiling stencil computations. However, the approach worked by starting with

a valid tiling and correcting it to allow concurrent start. This was done via overlapped ex-

ecution of tiles (overlapped tiling) or by splitting a tile into sub-tiles (split tiling).

Figure 6.1: Compressed Grid technique [2]

Several past works [68, 69, 70] have focused on optimizing LBM computations for both

shared memory and distributed memory architectures.

Time blocking is an optimization that can greatly improve performance of LBM com-

putations. The earliest work to look at time blocking for LBM was Wilke et al. [2]. They

manually perform both 1-d blocking and 2-d blocking on the LBM code with a Compressed

Grid (Fig. 6.1). Compressed Grid technique reduces the storage required from two data

grids to one grid and a constant extra space. Iteration order is reversed after each time

step. The data dependencies are lifted by storing the result of each cell update in a shifted

position and enlarging the lattice by one layer of cells in each dimension.

1-d blocking was not found to provide any performance benefits. Fig. 6.2 illustrates 2-d

blocking of a lattice with a 4x4 blocking factor. With 2-d blocking using a blocking factor

of 16x16, they were able to improve the performance. But this imposes an order on the

processing of tiles; diagonally down, towards the left. This severely cripples the available

parallelism. They conclude that manually generating cache optimized time tiled codes for
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Figure 6.2: 2-d blocking (4x4 blocking factor) by Wilke et al. [2]

LBM is tedious and error prone.

Nitsure et al. [3, 4] proposed a cache oblivious algorithm for LBM, COLBA. It uses

virtual domain decomposition to generate tasks and parallelization is done using Intel’s

Workqueuing Model [71] for OpenMP. The algorithm is recursive and utilizes a time block-

ing factor (TB) when generating tasks. They report that they had found it difficult to work

with the usual OpenMP parallel and parallel for pragmas due to the recursive nature of

the algorithm and also resulted in ‘orphan’ directives that never spawned threads. The

execution is pipelined and suffers from pipeline fill and drain phases.

Fig. 6.3 shows the domain being decomposed and represented as a tree. The nodes

of the tree constitute the tasks for the Intel Taskq model. Tasks 2 and 3 have to wait for

the completion of task 1 to start. This clearly illustrates the pipeline fill and drain phases

in the execution of the program. Since the recursive domain decomposition generates a

queue of tasks to be processed before the threads start executing them in parallel, a locking

mechanism has to be present to prevent the execution of tasks whose dependences have

not yet been fulfilled. To this end, they use a 1-d array of omp lock t variables called the

synchronization table with one lock entry per domain. Before solving its own domain, each

thread checks whether the left and bottom domains are unlocked. If both neighbors have

already been unlocked, then it will first solve and then unlock its own domain, otherwise
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it will wait, until both neighbors have been solved.

Figure 6.3: COLBA - The mapping of virtually decomposed domains to a tree [3, 4]

(a) Overlapped computation

(b) Sequential section in the prologue of

each XY-block

Figure 6.4: 3.5d blocking [5]

The 3.5d Blocking technique by Nguyen et al. [5] is a recent effort towards time-tiling

LBM computations. Instead of tiling all the three space dimensions, they tile two of the

outermost space dimensions and execute the third dimension in each tile as a whole. They

call this scheme 2.5d blocking. This along with tiling of the time dimension results in 3.5d
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blocking scheme. Fig. 6.4a shows their 2.5d blocking of the 3-d space. dim2.5D
X and dim2.5D

Y

represent the tile sizes along the two outermost space dimensions. The steps S1 . . . S13

(Fig. 6.4b) are performed in chronological order. The parallel 3.5d blocking algorithm thus

involves some amount of overlapped computation and a sequential section in the prologue

of each XY-block processed by a thread.

A comprehensive framework that can address some of the shortcomings of previous

works and automatically generate code that achieves high performance on different archi-

tectures has been missing and our work is a step in that direction.





Chapter 7

Conclusions

We proposed an optimizing code generator for a class of LBM computations with the objec-

tive to achieve high performance with no user effort involved beyond providing a high-level

specification of the problem. Few studies in the past had looked at time tiling for LBM codes

and had done so manually. We exploited an important similarity between typical represen-

tative stencil kernels and LBM to enable polyhedral loop transformations and in turn time

tiling for LBM. Besides polyhedral transformations, we also describe a number of other

complementary transformations and post processing necessary to obtain good parallel and

SIMD performance.

Experimental results for standard LBM simulations like Lid-Driven Cavity, Flow Past

Cylinder, and Poiseuille Flow showed that our scheme consistently outperformed Palabos

— on average by 3× while running on 16 cores of an Intel Xeon Sandybridge system. Our

system shows a mean (geometric) speedup of 2.6× over native production compiler when

running on 16 cores. We also obtain a very significant improvement of 2.47× over the

native production compiler on the SPEC LBM benchmark.

We also characterized the performance of LBM with the Roofline performance model

and concluded that msLBM obtains further improvement over Palabos in both operational

intensity and peak achievable performance.

Exploring a two dimensional task distribution using dynamic scheduling, especially for

3-d simulations, to improve the overall scalability is another thing that has to be tried.
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